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Abstract. Mathematical expressions are ubiquitous in science, engi-
neering and business. They are mostly given in index form, where el-
ements of a data set are addressed by an index. A different, but equiva-
lent representation for mathematical expressions is their vectorized form,
where data sets are represented by vectors or matrices. Typically the
vectorized representation of an expression can be evaluated much faster,
because it can easily be mapped onto highly tuned libraries for basic
linear algebra subroutines (BLAS). Evaluating expressions in vectorized
form can be a few orders of magnitude faster than evaluating the same
expression in index form.
In this paper we present a tool that transforms a mathematical expres-
sion in index form, into an equivalent vectorized form. We define a simple
grammar for index form expressions, which is parsed into an expression
tree. The expression tree is then transformed into another tree that only
contains tensors and operations on tensors. Finally the vectorized ex-
pression is derived by applying simple substitution rules on the tensor
tree. Numerical tests demonstrate the efficiency and correctness of our
approach.
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1 Introduction

Interpreted languages like Matlab or Python often suffer from slow execution of
loops [4,5]. Loops occur naturally in mathematical expressions containing, among
others, a universal quantifier or a sum symbol. Two examples of mathematical
problems that contain these symbols are logistic regression (LR) or support
vector machines (SVM). Both problems are used for classifying labeled data
points. Given a data matrix X ∈ Rm×n and a label vector y ∈ {−1,+1}m, the
goal of both problems is finding a hyperplane that separates the points with label
−1 from the points with label +1. A separating hyperplane {x ∈ Rn|x>w+b = 0}
is represented by w ∈ Rn the normal vector to the hyperplane and the offset

b ∈ R. Note that |b|
‖w‖ is the distance of the hyperplane from the origin.
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The logistic regression problem reads as:

min
w∈Rm

n∑
i=1

log

1 + exp

 m∑
j=1

−yi · wj ·Xij + b

 , (LR)

and the support vector machine problem is the following optimization prob-
lem:

min
w,ξ

1

2

n∑
i=1

w2
i + c

m∑
i=1

ξi

s.t. ∀i :

m∑
j=1

yi · (wj ·Xij + b) ≥ 1− ξi

∀i : ξi ≥ 0.

(SVM)

The equivalent representation for the logistic regression in vectorized form is the
following:

min
w∈Rm

1T · log(1 + exp(−y � (X · w + 1 · b))), (LRV)

and the support vector machine is given as:

min
w,ξ

1

2
· ‖w‖2 + c · 1T · ξ

s.t. 1T · (y � (X · w + 1 · b)) ≥ 1− ξ
ξ ≥ 0,

(SVMV)

where 0 and 1 are the vectors with only zeros and ones, ‖·‖2 the Euclidean norm
and � is the element-wise multiplication. We are interested in a tool, that derives
the vectorization automatically.

Usually two nested loops over the indices i and j are used to evaluate the
expressions from above. It has been suggested by many authors [2,7] that the
problems should be vectorized by hand, since the execution of these loops can
be slow.

Vectorization is often nontrivial especially for more complex expressions. Fur-
thermore, many different numerical packages such as Theano [6], Tensorflow [3],
or Numexpr [1] require the input to be in vectorized form, i.e., in the form of
linear algebra matrix expressions.

In the remainder of this paper we demonstrate our approach for automati-
cally vectorizing mathematical expressions, using logistic regression and support
vector machines as examples. After briefly describing the transformation and
validation in Section 2, we demonstrate the speedup in evaluating the vectorized
expressions experimentally in Section 3, concluding in Section 4.

2 Building Blocks of the Vectorization Tool

Our vectorization tool has three components, namely a parser, a transformation
and a validation module that we briefly describe in this section.



2.1 Parsing

For our implementation we have restricted the allowed operations and variables.
For the allowed mathematical expressions we have defined a simple grammar,
that is shown in Figure 1 using simple EBNF rules.

〈formula〉 ::= { ’forall’ ’[’ 〈index 〉 {’,’ 〈index 〉 } ’] ’} 〈compassign〉

〈compassign〉 ::= 〈expr〉 [ (’:=’ | ’==’ | ’>’ | ’>=’ | ’<’ | ’<=’ ) 〈expr〉 ]

〈expr〉 ::= 〈term〉 {(’+’ | ’-’) 〈term〉 }

〈term〉 ::= 〈factor〉 {(’*’ | ’/’)}

〈atom〉 ::= number | 〈function〉 ’(’ 〈expr〉 ’)’ | 〈variable〉

〈index 〉 ::= alpha

〈variable〉 ::= alpha+ [ ’[’ 〈index 〉 [’,’ 〈index 〉’]’ ]

〈function〉 ::= ’sin’ | ’cos’ | ’exp’ | ’log’ | ’sign’ | ’sqrt’ | ’abs’ | ’sum’ ’[’ 〈index 〉 ’]’

Fig. 1. Grammar for mathematical expression.

Using this grammar we can represent the logistic regression problem as fol-
lows:

sum[i](log(1 + exp(sum[j](−y[i] ∗ w[j] ∗X[i, j] + b)))). (1)

The first constraint of the support vector machine can be represented as:

forall[i] : sum[j](y[i] ∗ (w[j] ∗X[i, j] + b)) >= 1− xi[i]. (2)

After successfully parsing the expression into an expression tree, the transfor-
mation into vectorized form follows.

2.2 Transformation

The transformation into vectorized form works in a bottom-up fashion, by iter-
ating through the nodes of the expression tree and replacing the nodes according
to their operation. During the transformation the dimensions of the nodes are
tracked and adjusted if needed. For example, while transforming the logistic
regression expression tree, the algorithm reaches the node + with already trans-
formed subtrees 1 and exp(−y. ∗ (X ∗w+ vector(1) ∗ b)). Since the right subtree
is a vector and the left subtree is a scalar, the algorithm changes the left subtree
to vector(1)∗1. After this change the + operator can be processed. Adapting the
whole transformation step to tensors reduces the number of dimension checks
and simplifies the algorithm. Finally, the resulting vectorization is determined
by simple substitutions of tensor algebra expressions by linear matrix algebra.



After a successful transform the algorithm produces the following vectoriza-
tion for logistic regression example:

sum(log(vector(1) + exp(−y. ∗ (X ∗ w + vector(1) ∗ b)))), (3)

and for the first constraint of the support vector machine:

y. ∗ (X ∗ w + vector(1) ∗ b) >= vector(1)− xi, (4)

where vector(1) is the vector of all ones and .∗ is the element-wise multiplication.

2.3 Verification

For validating the vectorization against the given formula in index form we per-
form a numerical check as well as a dimension check. The numerical verification
simply calculates values for the unvectorized formula and the vectorized form
and checks for equality. The second test compares the dimension of the two for-
mulas. Both must be equal to the number of unbound indices. Only if these tests
are correct the vectorization is assumed to be valid.

3 Experiments

For demonstrating the efficiency of our vectorization we have implemented two
different versions for each problem. The first version uses loops to implement
Equations 1 and 2, whereas the second version directly implements the vector-
izations (Equations 3 and 4) using Numpy [8]. From Equations 2 and 4 we only
use the left term for the time measurements which is the most time consuming
part. Figures 2 and 3 show the evaluation times for the two problems. The run-

Fig. 2. The comparison of unvectorized formulas against its vectorized form in Python
in a logarithmic plot.



Fig. 3. The comparison of unvectorized formulas against its vectorized form in Matlab
in a logarithmic plot.

ning times where obtained with Python 3.6 and Matlab R2016a. We generated
random data sets X ∈ Rm×n and y ∈ {−1,+1}m with m = n. During the exper-
iments the best of three runs for each problem size is reported. We observe, that
the vectorized expression for logistic regression can be evaluated three orders of
magnitude faster than the unvectorized expression. Similar results hold for the
support vector machine problem.

4 Conclusion

We have presented a tool for automatically transforming some mathematical
expressions into their vectorized form. The experiments corroborate the practical
benefits of vectorizing mathematical expressions. Especially for large data sets
the vectorization mathematical expressions can result in a speedup of a few
orders of magnitude. In the future we will include more operators and hence
extend the set of mathematical expressions that can be transformed.

The presented tool is available at http://www.autovec.org.
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